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ºAR in very brief, overview of ARKit

ºWalk through the framework features

ºSamples / demos

ºResources

to cover



what is it?

-= introduction to arkit =-



augmented reality?

Videos from @ madewitharkit

In Short: the convincing integration of virtual content into a real world space.



a high performance AR framework for iOS

òARKit provides a platform for developing (AR) apps for iPhone and iPad,

with sophisticated positional tracking and scene understanding.ó
(developer.apple.com, with most marketing fluff removed)

º iOS devices with A9 processor or better (most devices since iPhone 6S)

º iOS11+ for ARKit 1.0, iOS12+ for ARKit 2.0

World Tracking Scene Understanding Rendering
(hooks*)



a comprehensive set of features

º World Tracking: use of òVisual Inertial Odometryó to correlate device movement and video input to 

precisely determine your position

º Scene Understanding: continuous interpretation of inputs to manage a world map while running

º Topology:  detecting planes (surfaces) and features

º Objects: detecting 2D images or 3D objects in the real world

º Light: detection of real -world lighting to influence brightness and rendering of virtual objects

º Interaction:

º Hit-testing: allowing for interaction with 3D scene (real world) via 2D interface (your screen)

º Persistence:

º Serialise a world map (including virtual additions) and deserialise it later

º Send a world map to other devices for shared experience



the framework

-= introduction to arkit =-



arkit+scenekit framework class structure (abridged)

Tracking Configurations Node Geometries

Tracking Anchors Scene/Node Hierarchy

Node Actions

LegendCore AR and Rendering



ARSession

Supported ARConfigurations

Informs of important events

Contains AR information 

for a single frame

Contains AR information and 

functionality for a detected real 

world feature

Controls how an ARSession

runs and what is detected

Core AR Class responsibilities

º ARKit is session based, and can be controlled 
using the ARSession class

º You begin an ARSession using the Run method, 

passing an ARConfiguration with desired 

properties 

º Once running, there are three primary ways to 

access session data: 

º Provide an ARSessionDelegate and implement 

OnUpdate to perform processing on every frame

º At any time (e.g. in response to user input) access 
the CurrentFrame property of the ARSession

º Through hooks provided by the renderer

º Xamarin mantra for health and happiness:
òTouch an ARFrame, Dispose an ARFrameó



ARSession continued

º You can modify your session config while running to enable/disable features as needed. Calling 
Start again with an updated ARConfiguration will cause ARKit to use the new settings

º When AR tracking is interrupted, ARKit will call WasInterrupted on its ARSessionDelegate . It 

also has a callback for when tracking quality is limited.  If your app is sensitive to breaks in 

tracking, you can use this notice to reset tracking state



World Tracking

º World Tracking is performed when you provide an ARWorldTrackingConfiguration and uses the 

magic of Visual Inertial Odometry to give you 6DOF positioning. 

º When running in world tracking mode:

º ARKit will continuously monitor your position/heading based 

on device and video input

º ARKit will detect and track features , surfaces , objects and 

images according to configuration, notifying 
you via delegate methods

º World Tracking mantra for health and happiness : òARKitin the dark would be boring anywayó

Accuracy suffers in poor lighting and when the video input contains mostly plain surfaces 



Demo ðWorld Tracking

º Basic setup of an ARKit session 

º Observe how ARKit tracks us in an otherwise empty scene



Implement delegate methods

Demo ðWorld Tracking

Update position on every frame update

Update tracking state indicator when state changes 



ARKit vs Renderers ( SceneKit )

º ARKit does not handle any virtual content ðthis is the responsibility of a renderer

º Features detected by ARKit are used automatically by the renderer:

º As ARKit tracks your transform from origin, SceneKit adjusts the camera accordingly -

ARSCNView.PointOfView property 

º As ARKit tracks lighting, SceneKit controls scene illumination

º As ARKit detects things of interest, SceneKit creates invisible nodes in 3D space for you to work with -

the OnNodeAddedForAnchor callback (and its updated/deleted counterparts) are your best friends



Virtual Content in SceneKit

º An SCNSceneis the root of a ôworldõ and is viewed by 

an SCNCamera. When using ARSCNView, SceneKit uses 

AR inputs to control the camera

º An SCNSceneRootNode is a hierarchy of SCNNodes, 

º A SCNNodehas an name and a transform in 3D -space 

º A SCNNodemay contain child SCNNodes

º All child nodes are positioned relative to parent

º An SCNNodecan contain components with behaviour

º SCNGeometry ðallows node to be rendered

º SCNPhysicsBody ðallows node to participate in physics

º SCNAudioPlayer ðallows the node to emit audio 

º SCNLight ðallows the node to emit light


